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Abstract —In this paper, a new approach to the generation and the role of artificial emotions in the decision making process of
autonomous agents (physical and virtual) is presented. The proposed decision making system is biologically inspired and it is
based on drives, motivations, and emotions. The agent has certain needs or drives, that must be within a certain range, and
motivations are understood as what moves the agent to satisfy a drive. Considering that the wellbeing of the agent is a function
of its drives, the goal of the agent is to optimize it. Currently, the implemented artificial emotions are happiness, sadness, and
fear.

The novelties of our approach are, on one hand, that the generation method and the role of each of the artificial emotions are
not defined as a whole, as most authors do. Each artificial emotion is treated separately. On the other hand, in the proposed
system it is not mandatory to predefine neither the situations that must release any artificial emotion nor the actions that must be
executed in each case. Both, the emotional releaser and the actions, can be learnt by the agent, as happens in some occasions
in nature, based on its own experience.

In order to test the decision making process, it has been implemented on virtual agents (software entities) living in a simple virtual
environment. The results presented in this paper correspond to the implementation of the decision making system on an agent
whose main goal is to learn from scratch how to behave in order to maximize its wellbeing, by satisfying its drives or needs. The
learning process, as shown by the experiments, produces very natural results. The usefulness of the artificial emotions in the
decision making system is proved by making the same experiments with and without artificial emotions, and then comparing the

performance of the agent.

Index Terms —Artificial emotions, decision making system, motivations, autonomy, learning.

1 INTRODUCTION

According to LeDoux [1], at the beginning of the
Sixties, the artificial intelligence precursor Herbert
Simon was convinced that including emotions in
cognitive models was necessary to approximate the
human mind. But only in recent years the well known
emotional intelligence has been taken into account as
an essential factor to understand and evaluate the
human behaviour. Moreover, some researchers have
realized the importance of emotions in intelligent
thinking and behaviours [2] [3] [4]. Several studies
have shown that emotions have influence on many
cognitive mechanisms, such as memory, attention,
perception, and reasoning [5] [6]. Besides, emotions
play a very important role in survival, social interac-
tion, and learning of new behaviours [7].

Based on these evidences, some researchers in ar-
tificial intelligence and robotics have concluded that
emotions, or at least some emotionally inspired fea-
tures (artificial emotions), are essential in their sys-
tems in order to improve their functionality (e.g. [8]

(9] [10] [11] [4]).
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Rosalind Picard in [5] expounds some reasons for
giving certain emotional abilities to machines: the first
goal is to build robots and synthetic characters that
can emulate living humans and animals; the second is
to make machines that are intelligent; a third objective
is to try to understand human emotions by modeling
them. In our work we are interested in all of these
goals. First, we are trying to develop social robots,
whose main objective is the interaction with humans.
In many social robots, human-robot interaction can
be improved if the humans perceive the robot as
a living being. Second, we are trying to develop
intelligent autonomous robots and we think that the
inclusion of artificial emotions can help us do so. And
third, we are also interested in the use of robots as
research platforms that could help us understand the
psychological mechanisms of humans and animals.

To reach these three goals we think that a bio-
inspired approach is necessary. There are some robots
able to show emotions, but the internal mechanisms
that control those emotions are fully different from
the mechanisms in humans and animals. Many re-
searchers in robotics have used emotions just to get
the first (e.g. Aibo by Sony) or the second goal (e.g.
Gadanho [8]) proposed by Picard. In order to do
that, they have developed ad-hoc solutions adapted to



specific problems. In our approach, we are interested
not only in the behaviour of the robot, but also in
the underlying mechanisms, trying to emulate natural
ones for the robot, when possible.

The main goal of our research is to construct an
autonomous and social robot. We have already devel-
oped a robotic platform called Maggie at the Carlos
II University of Madrid, Spain. This robot has some
social skills, e.g. playing games with the user, visual
recognition capabilities, and speech dialogs [12].

The decision making system designed for this robot
is based on a motivational system, and some arti-
ficial emotions have been included. Each of them
have different appraisal mechanisms that release them
and different roles. Before the implementation of this
decision making system on the physical platform,
and as a previous step, this work has been carried
out using virtual autonomous agents, understood as
software entities. The results presented in this paper
correspond to this implementation and will prove that
the agent, with our decision making system, performs
better with the artificial emotions than without them.

This paper is organized as follows. Section 2
presents a brief reflection about whether robots need
emotions. Later, the approach proposed in this paper
is explained in section 3. Next, a review of some
works related to this research topic is given in section
4. In section 5, a general description of our current
framework is presented. In this section, the definition
of some basic concepts such as drives and motivations
is given, and the model (the appraisal process and
the role) of each artificial emotion implemented is
explained. Section 6 describes the implementation of
the decision making system on the virtual agent in
order to test it. The next section, section 7, presents
the results of the experiments made in order to prove
the usefulness of the artificial emotions in the decision
making system. Finally, the main conclusions of this
paper and future works are summarized in section 8.

2 DO ROBOTS NEED EMOTIONS?

This is probably, or at least it should be, the first
question that many researchers have asked them-
selves when they first tried to include artificial emo-
tions in their systems.

As stated in section 1, there are some authors
who think that the inclusion of emotional features in
machines will improve their intelligence, and their in-
teraction with humans [13] [5]. Moreover, Michaud et
al [9] found that there are psychological evidences that
suggest that emotions can serve three important roles
in designing autonomous robots: emotions to adapt
to limitations, emotions to manage social behaviour,
and emotions for interpersonal communication.

Arkin also considers the importance of artificial
emotions for machines (robots in this case), besides
their importance in human-robot interaction [11].

According to Arkin and Michaud, artificial emo-
tions are essential for autonomy as well as for human-
robot interaction. Moreover, in [4], Kelley states:
“Emotions are necessary for the survival of the in-
dividual and the species. Therefore, all organisms
on earth need emotional systems... Thus, a robot
designed to survive in the world ... would require
an equivalent system, one that instills urgency to its
actions and decisions”.

In this same line, Cafamero [10], Bellman [14],
and Ortony [15], consider that robots need artificial
emotions for the same reason that humans and ani-
mals need emotions: because they help them confront
their environment. Besides, emotions are a requisite
for establishing long term memories and providing
opportunities for learning, from simple forms of rein-
forcement learning to complex planning.

Fellows [16] also defends that, since animals have
emotions in a functional way, robots could be pro-
vided with features functionally related to emotions.
He also mention that the emotions that could be
implemented on robots must not be called emotions
but “robot-emotions”, since they are just an imitation
of the functionality of human and animal emotions.

In relation to this same point, Sloman [3] thinks that
we must distinguish among adult emotions, animal
emotions, robot emotions, etc. Moreover, Sloman et
al in [17] state that, first, the designer must define
the set of requirements to be satisfied by the robot
task and its environment. Then, depending on these
requirements, the sorts of emotions that are possible
(or desirable) for the robot will be determined.

Finally, Cafiamero considers an interesting idea:
“the inclusion of emotional elements in the architec-
ture of our robots does not make them more valuable
per se. On the contrary, we must be able to show
accurately and precisely that (or rather whether) our
results allow us to conclude that emotions improved
the performance or the interaction capabilities of our
robot and how. An obvious way of doing this is by
running control experiments in which the robot per-
forms the same task “with” and “without” emotions
and comparing the results” [18].

This same idea is shared by Scheutz in [19], where
he presents a method to evaluate the utility of emotion
for the control of artificial agents. He introduces an
agent model for virtual and robotic agents that is
capable of implementing emotional states, and com-
pares the utility of its emotional control mechanism
in an evolutionary survival task to other agents that
do not use emotional control.

Based on these ideas, in this paper we will prove
the usefulness of our model of artificial emotions in
the decision making system, by comparing the results
obtained with and without them.



3 OUR APPROACH

The proposed decision making system is based on
drives (needs), motivations, artificial emotions, and
the possibility of learning the right selection of ac-
tions. The goal is the maximization of the wellbeing
of the agent, that is defined as a function of its
drives. Therefore, following a homeostatic approach,
the decision making process is oriented to satisfy these
drives maintaining an internal equilibrium. As will be
explained later, motivations can be viewed as what
moves an agent to behave in a way that satisfies a
certain need. In other approaches, as shown in section
4, these behaviours are previously linked with the
need that must be satisfied, and they are called mo-
tivational behaviours. Nevertheless, in our approach,
the behaviours are not necessarily previously moti-
vated and the agent can learn, using a reinforcement
learning algorithm, the right action to execute in every
situation presented by the environment. In relation
to the emotional reactions, we could give the agent
the information about what to do in certain emotional
states. This would be equivalent to say that these re-
actions, or action tendencies, are innate. Nevertheless,
although this is true in some occasions, e.g. to smile
when happy, in nature, for example, not everybody
has the same fear reaction, some people run away,
others hide, others get petrified, etc. In our approach,
the agent could learn the action tendencies related to
a certain emotion.

The reinforcement learning algorithm used in the
implementation presented in this paper is the well-
known Q-learning algorithm [20]. Using this algo-
rithm, the agent learns the value of every action in
every possible state. Therefore, a high value will mean
that this action is well suited for that certain state.
The learning process can be carried out from scratch,
that is, the initial values, the g-values, are equal to
zero. On the other hand, the agent can have some
initial knowledge and, in this case, those initial g-
values can be different from zero. This second option
will reflect some inherited or innate knowledge about
what to do in some situations, as happens in real life.
In nature, many living beings are born with some
inherited knowledge related to its survival, e.g. to eat
when hungry, or to run away in presence of a big
and angry animal. Nevertheless, there may be another
knowledge that must be learnt during the life-span
depending on the particular environment, e.g. how to
behave in a social community.

The results presented in this paper correspond to
an implementation in the virtual environment where
no previous knowledge is assumed, so all the initial
g-values are equal to zero and will be updated during
the learning process. This experiment is made in this
way in order to test the proposed implementation of
the decision making process and we assume that its
validity is proved based on the similarity of the learnt

behaviours with the natural ones.

It is important to highlight that, in general im-
plementations, this learning process is optional. This
means that, for example, when implementing this
decision making system on a social robot, we can
decide to give it all the needed information, so the
learning is not necessary. On the other hand, we can
decide to give the social robot some initial knowledge
related, for example, to recharging the batteries, and
then let the robot learn other information, for exam-
ple, the policy of behaviour related to human-robot
interaction.

In the experiments presented in this paper, we focus
our study on just three artificial emotions: fear, hap-
piness, and sadness. These are adequate and useful
for the complexity that the experiment can afford, as
is suggested by Cafiamero in [21]: “Do not put more
emotion in your system than what is required by the
complexity of the system-environment interaction”.
What is expected is that, when the decision making
system is implemented on the real robot, the system
will become much more complex. Then, new emotions
will probably need to be included and maybe others
must be re-defined.

In relation to the generation of the artificial emo-
tions, most of the related works, as will be shown in
the next section, have a releaser event, or a predefined
situation that, in case of happening, triggers a certain
emotion. We think that predefining just a finite set of
emotional releasers, or events, makes the whole idea
less natural. Although in nature there are some innate,
or natural releasers, we think that others are learnt by
the individual through its own experience.

In the presented experiments, the releasers are not
related to predefined events. The agent is able to
appraise its environment and, as a consequence, an
artificial emotion is released. For example, in the case
of happiness and sadness, they are released depend-
ing on the resulting variation of the wellbeing of the
agent, whatever situation caused that. In relation to
fear, using an appraisal mechanism, the agent will
learn to identify the dangerous situation that is able
to release it.

Using the proposed generation method of artificial
emotions, the agent will be able to appraise its envi-
ronment and release them in the presence of new situ-
ations or events without the necessity of pre-defining
them. For example, a real robot would be able to
release fear in front of a new emerging dangerous
situation even if this event was not identified by
the designer in advance. Again, in the general case,
those releasers can also be pre-wired by the designer,
converting them into innate releasers. For example,
in the real implementation on Maggie (our real robot)
we could establish some situations as innate releasers
for fear, e.g. the detection of a downwards staircase,
or entering a dark room.

Finally, in relation to the role of the artificial emo-



tions in the decision making system, the role of hap-
piness and sadness is to be used as the reinforcement
function in the learning process. On the other hand,
the role of fear will be to motivate the right behaviour
in order to avoid a dangerous situation. This is, in
fact, the unique role of fear according to Breazeal
and Brooks [22]. As already stated, in the experiments
presented, this emotional reaction will also be learnt
by the agent and will be compared with the one
expected from a living-being in order to show the
validity of our approach.

4 RELATED WORK

4.1 Generating artificial emotions: The appraisal
method

Currently, most experts agree that natural emotions
are produced by an appraisal of the situation of the
agent in its relation with the world. This appraisal
is conceived as a constituting element of emotion
generation, mediating between events and emotions,
explaining why the same event can give rise to dif-
ferent emotions in different individuals, or even in
the same individual (usually at different times) [23].
Ortony in [15] gives a good example of this theory:
members of the winning and losing teams in a football
match have different emotional reactions from the
same objective event.

In relation to the generation of artificial emotions,
there are two main approaches: the emotional affec-
tive space model and the discrete model.

4.1.1 The affective space model

Many researchers think that the relation between
situations and emotions is mediated by a set of inter-
mediate variables. These variables act as dimensions
of an affective space and each emotion is associated to
a different zone of that space. For example, Breazeal
follows this approach in her work with social robots
[22]. She uses three dimensions, arousal, valence, and
stance, to appraise nine artificial emotions. The pre-
cipitating event of an emotion is affectively appraised
by labeling it with affective tags (arousal, valence, and
stance). In addition, the drives (how well they are
being satisfied) and the progress towards achieving
the desired goal can also influence the robot’s emotive
state. For example, the success in achieving the goal of
the behaviour is an antecedent condition for eliciting
happiness, for fear is the presence of a threatening
stimulus, etc.

Other authors such as Hollinger et al [24] also use
an affective space to determine artificial emotions (12
in this case) for a social robot. In that case, the affective
space is based on the Mehrabian PAD scale, where
the axes represent pleasure, arousal, and dominance.
In this approach, the emotion state of the robot varies
according to its interaction with people. In fact, the
emotional releasers are related to different color shirts,

and each color has a certain coordinate in the PAD
scale. This PAD scale is also used by Qingji et al [25]
to develop a robot emotion generation mechanism.
In this work, certain external events will produce
variations in each dimension. For example, a person
coming produces positive variations in every dimen-
sion, or if there is no human interaction for a long
time, then the three dimensions of emotion decrease.

4.1.2 The discrete model

In relation to the discrete model, Lazarus [26]
considers that the growing importance of cognitive-
mediational or value-expectancy approaches to mind
and behavior in social sciences has generated a re-
newed interest in emotions as discrete categories. This
contrasts with the position that views emotions as a
limited set of dimensions. In the discrete emotional
approach, dimensions of emotional intensity are still
used, but these are applied within each emotional
category. In contrast, the dimensional approach mini-
mizes the importance of distinctions among emotions
because it is based on a factor-analytic search for
the minimal number of emotional dimensions that
account for the maximum emotional variation.

This discrete approach is followed by several au-
thors. Cafiamero [27] implements a set of artificial
emotions (anger, boredom, fear, happiness, interest,
and sadness) in her works with autonomous robots
that can be activated as a result of the interactions of
the robot with the world. In fact, these artificial emo-
tions become active depending on different events, for
example: anger becomes active when the goal of the
agent is not finish, fear appears in the presence of
enemies, etc.

Another example is the work carried out by
Gadanho [8]. These implemented artificial emotions
(happiness, fear, sadness, and anger) have some fea-
tures such as having valence, coloring perception,
etc. Moreover, the generation of the emotional state
is related to certain related events. In this case, for
example, the robot will be sad if it has a very low
battery level, it will be afraid if it hits the wall, etc.

Veldsquez [28] also proposes an emotion-based con-
trol for autonomous robots. In his work six emotions
are identified (anger, fear, sorrow, happiness, disgust,
and surprise). He considers natural (or innate) re-
leasers and he also included the capacity of acquir-
ing learned releasers. The natural releasers are, for
example in the case of fear, situations in which its
sensory systems would not work properly (dark en-
vironments) and the detection of archetypal predators.
The learnt releasers correspond to the stimuli that
they tend to be associated with and predictive of the
occurrence of natural releasers.

Another approach is presented by Murphy et al
in [29], where an emotion-based control for multi-
agent systems is proposed. In their approach, the
artificial emotions “provide the ongoing monitoring



function and from that monitoring, emotional states
are generated”. The implemented artificial emotions
are: happy, confident, concerned, and frustrated. Each
of these artificial emotions is released depending on
the task progress. In [9] [30], Michaud et al present
a similar approach to artificial emotions in the sense
that they also consider that emotions monitor the
accomplishment of the goals, and these goals are
represented using motives. The emotional model is
a 2D bipolar model with four emotions, Joy/Sadness
and Anger/Fear, each emotion defined from 0 to 100
percent. Joy/Sadness monitors a decrease or increase
in the motives energy level, indicating the presence
or absence of progress toward accomplishing the
goal associated with activated motives. Anger/Fear
examines oscillations or constancy in the energy level,
indicating difficulty or not progress toward goals.

4.2 The role of the artificial emotions

There are several points of view in relation to the
functionality of the implemented emotions in the deci-
sion making systems of agents. Which role must they
have? How do they influence the decision making
process?

Some researchers implement artificial emotions in
their systems in order to improve the human-robot
interaction. This is the case, for example, of Breazeal
[7] [22], whose work is oriented to this issue in social
robots. Apart from the external expression of emo-
tions, they are able to elicit an adaptive behavioural
response that serves either social or self-maintenance
functions. In this model, each artificial emotion has
an observable response. This work proved that the
interaction with the robot is more intuitive, natural
and enjoyable for the person.

In this same line, Hollinger et al [24] prove the use-
fulness of emotional modeling to improve the human-
robot interaction, but in a much simpler way than
Breazeal. In this work, the robot state is translated into
a particular set of sound and movement responses.

In other cases, the main role of the artificial emo-
tions is not focused on the improvement of the
human-robot interaction but on how these emotions
affect the decision making system of an autonomous
robot.

In the case of Velasquez [31] [28], he was one of the
first researchers in considering an emotion-based de-
cision making system for autonomous robots. In this
approach, emotions play a much larger role than just
that of facilitating emotional expression. They are able
to activate different behaviours, facilitate attention,
establish appropriate emotional expressions useful for
social interactions, and finally, they provide the means
by which the robot can learn from past emotional
experiences and modify its behaviour accordingly.

Another approach is presented in the works carried
out by Cafiamero [27] [10] [18], where the imple-

mented artificial emotions work as monitoring mech-
anisms to cope with important situations related to
survival. In these works, the decision making process
is based on a motivational system. The motivation
with the highest value will organize the behaviour of
the agent in order to satisfy its related internal need
(motivational behaviour). The artificial emotions in
this approach influence the decision making process
in two ways. First, by modifying the intensity of
the current motivation and, as a consequence, the
intensity of the behaviour. Second, by altering the
perception of the body state.

Other authors have also used emotions as monitor-
ing systems, such as Murphy et al [29]. Nevertheless,
in their approach emotions monitor the ongoing task
(not the environment, as Cafiamero) and they also
influence the decision making process by allowing the
robot to adapt its behaviour and to select new ones in
order to fulfill the overall mission. In this approach,
each artificial emotion is associated with action ten-
dencies. For example, if the robot is “frustrated”, it
will change the current strategy; if it is “confident”, it
will continue the normal activity, etc.

Michaud et al [9] [30] also implemented artificial
emotions to monitor the accomplishment of the goals
and the overall states of the agent, as Murphy [29].
In their EMIB control architecture, emotions are not
represented explicitly but they are represented as a
background state, allowing them to affect and to
be affected by all the modules of the architecture.
Therefore, for example, they can adapt the way the
agent responds to stimuli or express emotional states;
influence behaviours by changing some of their pa-
rameters; associate the state of the agent with partic-
ular event; affect the goal of the agent via its motives.

Other approaches take advantage of some functions
attributed to emotions in human behaviour and try to
implement them in their systems in order to improve
the behaviour of an autonomous robot. This is the
case of the work presented by Gadanho [8], where
the artificial emotions influence the decision making
process in two different ways. In this approach the
robot adapts to its environment using a reinforcement
learning algorithm. According to the authors, since
it is frequently assumed that the human decision
making process consists on maximizing the positive
emotions and minimizing the negative ones [6], the
reinforcement function was designed in such a way
that it extracts the value of the judgement of the
emotional system by considering the intensity of the
dominant emotion, and if it is positive or negative.
On the other hand, emotions have a role related to
behaviour interruption processes in order to deal with
new and unexpected situations (as Sloman proposed
[17]). Gadanho takes this role as an inspiration to
explore its utility on determining the state transitions
in the reinforcement learning system.



4.3 Main differences with our approach

There are many other approaches than the ones
described in the previous sections, but these are the
ones that have mainly inspired our research. In this
section we state the main differences between our
approach and the ones already presented.

Firstly, in our work we follow a discrete emotional
approach and we consider, as Lazarus, that in many
occasions appraisal occurs in a holistic fashion, and it
is based on theme evaluation rather than on analytical
processing using evaluation dimensions.

The design of the decision making system has
been inspired mainly by Cafiamero’s, Gadanho’s, and
Breazeal’s (and therefore Veldsquez’s) works. All of
them use drives, motivations, and emotions in order
to select the behaviours. This approach is perhaps
more similar to the ones proposed by Cafiamero and
Breazeal in relation to the modeling of motivations,
with the main difference that we do not have necessar-
ily any related behaviour that satisfies the associated
need (motivational behaviours).

Regarding the implementation of artificial emo-
tions, the approach proposed in this paper is different
from the ones presented in this section in relation to
the following points:

Each artificial emotion is treated separately, they
are not introduced in the system as a whole entity,
as in other approaches. We think that the relation
between situations and emotions is specific for each
emotion, and each emotion requires a particular study
to establish this relationship. Moreover, the role of
each artificial emotion in the decision making system
is different, as well as the emotional reaction, that
could be learnt.

Happiness and sadness are defined as the positive
or negative variation of the wellbeing. This definition
could remind of the idea proposed by Murphy and
Michaud, who implemented the notion of emotion as
a monitoring progress toward goals. Nevertheless, in
our approach, the information given by these incre-
ments is not related to the fulfillment of a certain task,
but to the overall performance of the agent.

The role of happiness and sadness as the reinforce-
ment function in the learning process was inspired
by Gadanho’s works. Nevertheless, Gadanho did not
obtain good results using this reinforcement [8]. Our
approach differs from Gadanho’s in the generation
of the artificial emotions, since they are related to
pre-defined events and they did not provide useful
information for the reinforcement function.

The novelty related to the artificial emotion Fear is
based on the appraisal mechanism introduced. This
mechanism, as will be explained later, allows the
agent to learn to identify a new emerging dangerous
situation, unknown by it, by considering the worst ex-
periences in the learning process. Although Veldsquez
also proposed a method to learn emotional releasers,
the mechanism requires the previous definition of a

natural releaser. For example, as explained in [31], the
presence of a natural releaser (being punished) causes
the fear emotional system to become active, and the
other present stimulus (being in presence of a person)
is then associated to fear as a new learnt releaser.

Finally, another novelty of our approach is the
possibility of learning the emotional reactions. More
specifically, the agent is able to learn to avoid a
dangerous situation by generating a scape behaviour
not previously programmed.

In general, the advantage of our decision making
system is the implementation of artificial emotions in
conjunction with the learning process. This combina-
tion makes the system more flexible since it does not
need to be provided of previous information about
emotional releasers or reactions.

5 CURRENT FRAMEWORK: THE DECISION
MAKING SYSTEM

As said in section 3, the agent has certain internal
needs, or drives, and motivations. The goal of the
decision making system of the agent is to survive,
maintaining all its needs within acceptable ranges.
The general idea of this decision making system is
shown in figure 1.
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Fig. 1. The decision making system

5.1 Drives, motivations and wellbeing of the
agent

The internal state of the agent can be parameterized
by several variables, which must be around an ideal
level. When the value of these variables differs from
the ideal one, an error signal occurs: the drive. There-
fore, the drives can be seen as the internal needs of
the agent.

The word motivation indicates the dynamic root of
behaviour, which means those internal, rather than
external factors, that urge the organism to action [32].

The motivational states represent tendencies to be-
have in particular ways as a consequence of internal
(drives) and external (incentive stimuli) factors [27].
In other words, the motivational state is a tendency
to correct the error, the drive, through the execution
of behaviours.



In order to model the motivations of the agent,
we used Lorentz’s hydraulic model of motivation as
an inspiration [33]. Other authors [22] [34] have also
used this approach to model motivations. In Lorenz’s
model, the internal drive strength interacts with the
external stimulus strength. If the drive is low, then
a strong stimulus is needed to trigger a motivated
behaviour. If the drive is high, then a mild stimulus is
sufficient [35]. This approach explains the fact that we
do not always eat because we are hungry (the drive)
but because we like the food (external stimulus) we
have in front of us. Therefore, the intensities of the
motivations are calculated as follows:

If D; < Ly then M; =0 (1)

where M; are the motivations, D; are the related
drives, w; are the related external stimuli, and L, is
called the activation level.

On the other hand, the wellbeing of the agent is
defined as the degree of need satisfaction. Therefore,
when all the drives of the agent are satisfied, their
values are zero and the wellbeing is maximum.

Wb = Wbhigeas — Z a; - Dy (2)

where «; are ponder factors that determine the weight
or importance of each drive on the wellbeing of the
agent, and Wbj4eq is the ideal value of the wellbeing
of the agent.

By varying the values of «;, the behaviour of the
agent may be different. As will be explained later,
the agent uses the variations of the wellbeing as
the reinforcement function in the learning process.
Therefore, if one of the drives has a high «;, then a big
reinforcement is expected when this drive is satisfied.
For example, if the o; related to a possible social need
is higher than the rest of needs, then the agent will
be more sociable.

5.2 The learning process

As already stated, the reinforcement learning
method used in the experiment presented in this
paper is the Q-learning algorithm [20]. Its goal is to
estimate the Q(s,a) values. The Q(s,a) value is the
expected reward for executing action « in state s and
then following the optimal policy from there. Every
Q(s, a) is updated according to:

Q(s,a) = (1=0)-Q(s,a) + 8- (r+7V(s) ()

where V(s') = max,c4 (Q(s',a)) is the value of the
new state s’ and is the best reward the agent can
expect from s’. A is the set of actions, a is every action,
r is the reinforcement, v is the discount factor, and S
is the learning rate.

Another important feature of this current imple-
mentation is that the agent knows the actions that can
be executed with every object, but it does not know
the model of its environment. This means that the
agent knows neither the consequences of executing
an action (the next state) nor the reward that will
be received. Therefore, the agent must learn the right
policy of behaviour using a model-free approach.

In this system, the state seS of the agent is the
combination of its inner state, S;,ner, and its external
state, Septernal: S = Sinner X Sexternal Where S is the
set of states of the agent, Sinner is the set of inner
states of the agent, and Secyterna is the set of external
states of the agent.

Once the intensity for every motivation is calculated
using (1), these compete among each other to be the
dominant one. The one with the highest value will
be the dominant motivation and will determine the
inner state of the agent. According to (1), a situation
where none of the drives has a value higher than the
activation level L, can occur and therefore, all of the
intensities of the motivations are equal to zero. In that
case, there is no dominant motivation and it can be
considered that the agent has no needs, it is “OK”.

On the other hand, the external state is the state of
the agent in relation to all the objects that the agent
can interact with: Segternai = Sobj; X Sobj,-.- Where
Sobj; is the set of states of the agent in relation to
object i.

In a previous work [36], it was decided that in
order to reduce the complexity of the learning process,
the states related to the objects are treated as being
independent from each other. Therefore, the agent
learns how to behave in relation to every object sepa-
rately. This implies that the nomenclature of Q values
changes to Q°%i(s,a). The super-index obj; specifies
the object that the agent is dealing with, a € A,
Agpj, being the set of actions related to object i and s
the state of the agent in relation to object s.

5.3 Appraisal processes

As introduced in section 4, we think that emotions
are elicited from the subjective appraisal of the envi-
ronment of the agent. Moreover, we follow a discrete
approach for generating our artificial emotions (hap-
piness, sadness, and fear).

Many psychologists have proposed schemes for
representing the conditions under which emotions are
elicited. Ortony proposed a great simplification of the
OCC model [37] for building believable artifacts in
[15]. This complete model was reduced to a set of
five positive reactions and five negative ones. Ortony
assumed that these categories have enough genera-
tive capacity to endow any affective agent with the
potential for a rich and varied emotional life. In our
work, we take the ones involved in the presented
experiment into consideration.



5.3.1 Appraisal in happiness and sadness

According to the reduced model of Ortony, happi-
ness occurs because something good happens to the
agent (positive reaction) and sadness appears when
something bad happens (negative reaction). In our
system, happiness can be related to a reduction of a
need (e.g. a positive reaction because the agent eats)
and sadness to an increment of a drive (e.g. a negative
reaction because the agent was robbed). Taking into
account that the wellbeing of the agent is a function
of its needs, happiness and sadness are related to
the positive and negative variations of the wellbeing
(AWb):

If AWb > 0 = Happiness @)
If AWb < 0 = Sadness

It is important to note that low wellbeing does
not imply sadness as well as high wellbeing does
not implies happiness. These emotions are related to
increments or decrements of the wellbeing (positive
and negative reactions). This means that, for example,
a good news when one is hungry or tired would imply
happiness. The intensity of these emotions is propor-
tional to the variation suffered by the wellbeing.

Using this approach, we think that we are able
to consider every event or situation that produces
a positive or negative appraisal of the environment
(internal and external) of the agent. Again, there is
not a fixed set of situations that elicits happiness or
sadness. This approach, in our opinion, seems more
similar to the natural one.

5.3.2 Appraisal in Fear

According to Ortony [15], fear is a negative reaction
related with the possibility of something bad happen-
ing. In our approach, the possibility of something bad
happening means that the wellbeing of the agent may
decrease (a need may be increased).

Fear is normally associated with avoiding danger-
ous situations. Those situations could be considered
as situations were something bad could happen to the
agent, but it does not have any control over it.

An example would be the following: if we are
walking on the street and we meet someone that kicks
us for no reason, we do not have any control over that
action. The received punishment is not due to any of
our actions, but this depends on the other person. The
result is that at the end, we will be afraid of being next
to that person, since it may hit us.

In our approach fear will appear when the agent
is in this kind of situation that can be considered
as "dangerous". This means that the appraisal of this
situation is the elicitor of the Fear emotion.

An "exogenous" action is the one that it is not
executed by the agent, but by another object from
its environment. These actions affect to the situation
of the agent and to the reinforcement received. In

order to differentiate the effects from the actions of the
agent and the effects from the exogenous actions, our
implementation is centered on the specific situation
when the agent is "doing nothing". In this case, the
assumption is that all the changes experienced by the
agent are a consequence of external elements.

For the appraisal of dangerous situations, the worst
Q values registered are stored:

qubg;st(sa a) = min(qubg;st (Sv CL), T+ v Vufgiist(sl)) (5)

where V%1 (s') = max (Q%:
a

odi 1(s',a)) is the worst

obj;
value of object ¢ in the new state.
Then, it is considered that the situation is:

obj; (S, Nothing) < Lyear

worst

(s, Nothing) > Lfcar

"Dangerous" if Q
"Safe" if Q{17

worst

(6)

where Lyeqr is the minimum acceptable value of
the worst expected value when the agent is doing
nothing.

5.4 The role of the artificial emotions

As presented in section 4, the functionality of the
artificial emotions in agents is quite diverse. In our ap-
proach, as already introduced, happiness and sadness
are used as the reinforcement function in the learning
process, and fear will motivate behaviours oriented
towards self-protection.

5.4.1 The role of happiness and sadness

Rolls [6] proposes that emotions are states elicited
by reinforcements (rewards or punishments), so our
actions are oriented towards obtaining rewards and
avoiding punishments. Following this point of view,
in this proposed decision making system, happiness
and sadness are used as the positive and negative
reinforcement functions during the learning process,
respectively. As stated in section 4, this is also the role
used by Gadanho in her works, although she obtained
poor results [8]. Maybe, those bad results were due to
the definition used for emotions and to the fact that,
according to her definition, they do not really provide
a good evaluation of what is going on at any single
moment.

5.4.2 The role of fear

In this approach, fear is considered as a motivation.
The role of the artificial emotion Fear is inspired by
the idea that emotions can also constitute motivational
factors and constitute “value systems” that affect the
selection of goals and goal-directed behavior [18].
Another point of view is given by Arkin [11], who
says that emotions constitute a sub-set of motivations
which give support to the survival of an agent in a
complex environment.

Moreover, Breazeal [7] also states that emotions
are an important motivational system for complex



systems. In fact, according to her [22], the unique
function of fear is to motivate avoidance or escape
from dangerous situations. This response protects the
robot from possible harm when faced with a threat-
ening stimulus. This is, in fact, the approach that is
followed in our work.

6 TESTING THE DECISION MAKING SYSTEM

In order to test the decision making system repre-
sented in the previous section, a very simple virtual
world is developed. This virtual environment, created
using a text-based role-playing game called Coffe-
Mud, has been extensively described in a previous
work [38]. The objects that are present in this world
can be classified in: passive, which are not capable
of executing actions (food, water, medicine, and the
world), and active, which can execute actions (another
agent).

All the parameters set in this implementation will
shape a specific personality for the agent. Changing
these parameters, new personalities will be exhibited
by it. The performance with different personalities
will be studied in the future.

6.1 Drives and motivations

The considered drives and motivations are the fol-
lowing: Hunger, Thirst, Weakness, Loneliness, and
Fear.

These drives and motivations have been selected
taking the needs of the agent in the virtual world into
account. The Hunger and Thirst drives are related to
the consumption of food and water. The Weakness
drive is related to the tiredness of the agent due to
its movement. Therefore, it is related to the need of
recovery (consumption of medicine). The Loneliness
drive is the social need included in order to favor
the social interaction (to interact with another agent).
Finally, Fear is a motivation, but it is also included
as a drive just for its inclusion in the wellbeing
function, and therefore, for its consideration in the
reinforcement. In fact, the Fear motivation has the
same value as the drive.

As expressed in equation (1), in order to calculate
the value of the rest of motivations, every drive has a
related external stimulus, the motivational stimulus.
Those stimuli are: food for Hunger, water for Thirst,
medicine for Weakness, and another agent for Loneli-
ness. In the presented experiments, the values related
to this equation were selected by the designer: the
motivational stimuli is w; = 1, and the activation limit
of motivations is Ly = 2.

Every drive starts with value zero and they vary
their values according to different dynamics. The
Hunger, Thirst, and Loneliness drives increase their
value as the time passes. Moreover, these drives, after
being satisfied (their value are zero again), do not
start to increase again until a certain amount of time

later. This is for reflecting the fact that, for example,
after eating one does not feel hungry again until some
hours later. We call this time the satisfaction time.
In table 1 the increments each drive suffers at each
simulation step and their satisfaction times are shown.

TABLE 1
Drives dynamics

Drive Increment  Satisfaction time
Thirst +0.1 50
Hunger +0.08 100
Loneliness +0.06 150

As is shown, the Thirst drive is more urgent than
the Hunger drive (the growing rate of Thirst is higher
and it begins to grow again sooner than Hunger).
This has been designed this way since, according to
physiological studies, one is thirsty more frequently
than hungry [39]. The Loneliness drive has been set
to be less urgent since it is not a basic need in a general
frame.

In the case of the Weakness drive, its variation
depends on the movement of the agent:

0 if the agent keeps still

ADuweakness = { 0.05 (at each step) if the agent moves
@)

Finally, the dynamics of the Fear drive/motivation
depends on the appraisal of a dangerous situation:

Dfear = {
®)

As is observed, the wvalue of the Fear
drive/motivation when the agent is in a dangerous
situation is quite big in comparison with the growing
values shown on table 1. This value has been selected
to be high for giving the chance for being the
dominant motivation when the agent is in this kind
of situation.

0 if the agent isin a safe situation
5 if the agent is in a dangerous situation

6.2 Wellbeing
Adapting equation (2) to the selected drives:

Wb = Wbideal - (athunger + a2Dthirst
+a3Dweakness + a4Dloneliness + a5Dfear)

©)

where Whigeqq = 100. In the experiments, all the
drives have the same importance and therefore all the
ponder factors are equal to each other: o; = 1.

6.3 State of the agent

In this scenario the inner state of the
agent, which is determined by the dom-
inant motivation, is defined as: Siner =

{Hungry, Thirsty, Weak, Alone, Scared, OK}.

In relation to the external state, the state related
to every passive object, except for the world ob-
ject, is the combination of three binary variables, so



Sop; = DBeing in possession of x Being next to x
Knowing where to find.

In relation to the world object, at the moment, the
state of the agent according to the world is unique
since the agent is always in the world.

Finally, in relation to another agent, the state de-
pends on the value of a binary variable: Sggen: =
Being next to

6.4 Actions of the agent

The sets of actions that the agent can execute,
depending on its state in relation to the objects,
are the following: Ar,oq = {FEat, Get, Go to},
Awaterjmedicine = 1Drink water/med, Get, Go to},
Avortd = {Keep still, Explore}, and
Agnother agent = {Steal, Give, Greet, Nothing, Kick}.

Among all these actions, there are some which
cause an increase or decrease of some drives, as
shown in table 2, leading to a variation of the wellbe-
ing of the agent.

TABLE 2
Effects of the actions on drives

Action Drive Effect
Eat Hunger Reduce to zero
Drink water Thirst Reduce to zero
Drink medicine =~ Weakness  Reduce to zero
To be greeted  Loneliness  Reduce to zero
To be stolen Loneliness Increase 1
To be given Loneliness ~ Reduce to zero
To be kicked Loneliness Increase 1
To be kicked Weakness Increase 20
Explore/ go to ~ Weakness Increase 0.05

As observed, for testing purposes, the punishments
received when the agent is robbed or kicked has been
selected in such a way that these values are much
bigger than the growing rate of these drives shown
in table 1.

7 EXPERIMENTAL RESULTS

In this section we will prove the usefulness of the
model of the artificial emotions proposed. First, we
compare the performance of the agent in the same ex-
periment, except we use one of the two reinforcement
functions: the wellbeing and happiness/sadness. We
will try to prove that the use of these artificial emo-
tions as the reinforcement helps the agent perform
better in its environment.

Secondly, we propose an experiment were a danger-
ous situation can emerge and must be avoided by the
agent for its own benefit. We will prove that only if the
agent has the mechanisms to appraise this situation
and release fear, it will be able to scape and protect
itself.

In these experiments, as previously stated, the agent
does not have any previous knowledge about what
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to do in any situation. Therefore, it must learn every-
thing from scratch. The results will also prove that
the policies of behaviour learnt are similar to the
ones expected in nature, proving the validity of the
decision making proposed.

In order to analyze the performance of the agent,
we study its wellbeing along the whole experiment.
Not only will the average value be considered but also
its stability (to guarantee the internal equilibrium).
The optimal situation would be that during most part
of the experiment the wellbeing is approximately its
ideal value (Wb;geqr = 100).

7.1 Utility of happiness and sadness

Taking the ideas proposed by Rolls [6] into ac-
count, we implemented happiness and sadness as the
reinforcement function. Nevertheless, we decided to
compare the performance of the agent using another
reinforcement function in order to prove which one
is the best for our implementation. Considering that
Gadanho in later works [40] used a wellbeing signal
as the reinforcement function obtaining satisfactory
results, we decided to take the wellbeing of the agent
as the alternative reward. This selection also seems
quite reasonable since the wellbeing gives us a good
information about the performance of the agent.

In order to compare the performance of the agent
using both reinforcement functions, two experiments
were carried out fixing the values of the following pa-
rameters related to the learning process: the learning
rate is 8 = 0,3, and the discount factor is v = 0, 8.

In both experiments, the agent lived alone in the
environment so the Loneliness drive was not consid-
ered as well as the Fear motivation, whose usefulness
will be proved in the next section.

Figure 2(left) shows the wellbeing of the agent
while it is using its own wellbeing as the reinforce-
ment. As can be observed, during the whole life
of the agent, the wellbeing is continuously varying.
According to these results, the conclusion is that the
agent does not learn a good policy of behaviour since,
although the average value of the wellbeing is 73.9,
the range variation is quite large Wb e [40, 100].

On the other hand, when happiness and sadness
are used as the reinforcement function, the wellbeing
of the agent is greater than 90 most of the time, Wb €
[90, 100] (see Figure 2(right)). In fact, the average value
of the wellbeing is 98.7. These observations imply that
the agent learnt a correct policy of behaviour, mean-
ing that the sequence of actions learnt by the agent
leads it to satisfy the drive related to the dominant
motivation.

As a conclusion, we have showed that happiness
and sadness, defined as positive and negative varia-
tions of the wellbeing, are a good reinforcement func-
tion for learning to behave maximizing the wellbeing.
The results showed that using the proposed decision
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Fig. 2. Wellbeing of the agent when using
both  reinforcement  functions:  (left)Wellbeing;
(right)Happiness/Sadness

making system, the learnt policies of behaviour are
the ones expected in nature, for example, the agent
learned that if it is hungry, it must go were the food
is, then take it, and finally eat it.

7.2 The utility of fear

In this section, we present the results obtained from
two experiments in order to prove the usefulness of
the model of the emotion fear in our implementation:
the agent with Fear motivation and the agent with no
Fear motivation. In these experiments, there is a dan-
gerous situation unknown by the agent in advance.
Only if the agent has the capacity of appraising this
kind of situation, it will be able to avoid it.

7.2.1 Description of the experiments

In order to carry out these experiments the agent
lives with two kinds of opponents:

A neutral agent who randomly selects, with
the same probability, among the following actions:
Apeutral = {Greet, Steal, Give}

A dangerous agent, who:

95% of the times chooses its actions with the
same probability among the following actions:
Adangerousyss, = {Greet, Give}

Meanwhile, the other
Adangerou35% = Kick

Therefore, the dangerous agent is only the one
that, very occasionally, kicks the opponent. It seems
obvious that the interaction with the second opponent
may be dangerous, although the agent, at the begin-
ning of its life, will not be aware of it.

Each experiment consists of two phases: the learning
phase and the steady phase. During the learning phase,
the agent starts with all the initial () values equal to
zero. The agent, through its experience in the world,
learns and updates its ) values. Once the learning
phase has finished, the steady phase starts. In this
last phase, the agent “lives” according to the learnt @
values, it exploits the learnt policy of behaviour and
stops learning. Therefore, in this steady phase the ex-
ecuted actions are the ones with the highest () values.
The learning phase consists of 25000 simulation steps
and the steady phase of 5000 simulation steps.

5% of the times:
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7.2.2 Results of the agent with Fear as a motivation

In this experiment, the mechanisms to make the
appraisal of a dangerous situation described in section
5.3.2 by equation (6) are implemented. In this exper-
iment, the exogenous actions can only be executed
by another agent; therefore, the appraisal mechanism
is centered on the worst Q value registered while
the agent was interacting with another agent and its
own action was "doing nothing". Based on previous
experiments, the limit introduced in (6) is established
as Lyeqr = —4.

Figure 3 shows the evolution of the wellbeing of the
agent when it has Fear as a motivation. The first ob-
servation is that there are some drops, that disappear
as the experiment evolve. These drops correspond to
the peaks of the weakness drive as is shown in figure
4. As can be observed, those sudden increments are
most common at the beginning of the experiment, and
it can be appreciated how the number of peaks sud-
denly decreases in the middle of the learning phase.
The magnitude of those peaks is equal or bigger than
20, which is the punishment received when the agent
was kicked. This means that at the beginning of the
experiment the agent was hurt, but finally, it was able
to avoid being kicked.

100

90
80
[=2]
c
@ 70
2
S 60-
=
50F H )
40r Learning phase : Steady
1 phase
, \ \ , i
%% 0.5 1 15 2 25 3
Simulation steps x10*

Fig. 3. Wellbeing of the agent with Fear maotivation

50

LUl | N |

1 1.5 2 25
Simulation steps x10*

Fig. 4. The Weakness drive with Fear motivation

Therefore, what could be concluded was that the
agent was able to identify that being next to the
dangerous agent was a dangerous situation, and then
it learn to avoid that situation. Moreover, analyzing
the results obtained, what was also observed was
that the number of interactions with the dangerous
agent, during the steady phase, was just four times,
while it interacted a total of 376 times with the neutral
opponent. Those numbers reinforce the idea that the
agent avoided being next to the dangerous agent.
Nevertheless, let us now analyze how the appraisal
mechanism worked.

First, in order to start with this analysis, the Qworst
vectors, which store the worst values related to the




interaction with the dangerous and the neutral agents,
are shown. Figure 5(left) shows that the worst @) value
registered when the agent interacts with the danger-
ous agent is —20, due to the punishments received
when interacting with it. This value is lower than
the proposed limit L ¢.,,. Therefore, from the moment
that this worst value passes the value of the limit, in
simulation step 2200 approximately, every time that
the agent is next to the dangerous opponent, accord-
ing to equation (6) this is identified as a dangerous
situation, and then the Fear drive increases five units,
according to equation (8), as shown in figure 6.

0 o
-20 -1
-40 _2 1
1 2 3 0 1 2 3
x 10" x 10°
Fig. 5. (left)Quorst Values of the dangerous agent;

(right)Q0rs¢ Values of the neutral agent

0 05 1 2 25

1.5
Simulation steps x10°

Fig. 6. The Fear drive with Fear motivation

On the other hand, for the neutral agent this value is
—2, greater than L f.q,, see figure 5(right). This means
that being next to the neutral agent is a safe situation.

As has been shown, the appraisal mechanism is
able to elicit Fear when the agent is in a danger-
ous situation. Once Fear is elicited, it could become
the dominant motivation and then, the agent must
learn what to do in those dangerous situations. If
this happens, the agent must decide among all the
available actions and select the one with the highest
QQ-value. Again, analyzing the results, the action with
the highest value corresponds to a movement related
action (“go for food”). Therefore, the agent decides
to move away and once it is alone, it is in a safe
situation, it will choose the next action to execute. As
a conclusion, when the agent is next to the dangerous
agent, it prefers to move rather than to interact with
it: the agent “runs away” from that situation.

This fact is very important: the agent learns that
when it is scared, the appropriate action is to escape.
This escape action is not an a priori programmed
action, the agent just values the movement actions
very positively. This is reasonable since, if the agent
is scared (Djfeqr = 5) and it moves to another room
where it is alone, it will not be afraid since it is in
a secure situation (D feqr = 0). This movement action
has a positive reinforcement of 5.

In summary, when Fear is introduced as a moti-
vation, the agent learns that when it is next to the
dangerous agent, it is in a “dangerous situation”,

20 T T T
10f- i
o a
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and the emotion Fear is elicited. If Fear becomes the
dominant motivation, it prefers to move rather than
to interact with it: the agent “runs away” from that
situation, which is, in fact, the role of this emotion in
our decision making system.

7.2.3 Results of the agent with no Fear motivation
In this second experiment, the agent lives in the

same environment, with the same opponents but it
does not have the mechanisms to appraise a danger-
ous situation. The agent will select its own actions
based on the @ values learnt through its interaction
with the environment. In this case, the wellbeing
varies as shown in figure 7.
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,
3% 05 1 1.5 2
Simulation steps

Fig. 7. Wellbeing of the agent with no Fear motivation

As can be observed, there are several drops in its
wellbeing along the whole experiment. Again, these
drops are due to the number of times that the agent
was kicked, and as a consequence, the weakness drive
presents many peaks of magnitude 20, see figure 8.
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Fig. 8. The Weakness drive with no Fear motivation
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This tells us that the agent interacts many times
with the dangerous agent although this opponent may
sometimes kick it. In fact, during the steady phase,
the number of times that the agent interacts with
the neutral agent is 326 and with the dangerous one
is 214. In comparison with the four times that the
agent interacted with the dangerous opponent when
it has the Fear emotion implemented, this number
is quite high. The reason why the agent interacts
with the dangerous agent so many times, although
the dangerous agent behaves badly towards the agent
occasionally, is that the @) values related to the social
interaction are high. This is because the agent uses
the Q-learning algorithm for calculating the value
of its actions. The consequence is that the @ value
of each action during social interaction ponders the
number of times that this action caused good and bad
results. When the agent interacts with the dangerous
opponent, the number of times that this opponent

15
Simulation steps x10*

E



treated it well is much higher than the number of
times that this one kicked it (the probability of this
happen is 5% of the times). Therefore, it makes sense
that the @ values related to the interaction with the
dangerous agent are not low. As a consequence, when
the agent is next to the dangerous agent, it does not
consider the possibility of being hurt and, in many
occasions, it decides to interact with it. It is not able
to identify the dangerous situation and avoid it.

8 CONCLUSIONS AND FUTURE WORKS

In this paper, a new approach to the model of
artificial emotions in autonomous and social agents
is presented. These artificial emotions are included
in the decision making system of the agent which
is based on drives and motivations. The goal of the
agent is to behave in order to maintain a certain
equilibrium by satisfying its internal needs.

The model of artificial emotions includes the ap-
praisal method as well as their role in the deci-
sion making system. This implementation has fol-
lowed a novel approach in comparison with other
approaches related to the use of artificial emotions on
robots/virtual agents. On one hand, in our approach,
the model of each artificial emotion is different for
each of them. This means that there is not a general
definition of how the artificial emotions are released
and what their role as a whole entity is. Each of
them is considered separately. On the other hand,
the combination of the implementation of artificial
emotions and the learning process allows the agent:
to release these artificial emotions when coping with
different situations which have not been pre-wired
by the designer, and to learn to behave in order
to maximize its wellbeing (including the emotional
reactions).

In relation to the appraisal methods, the approach
presented makes the decision making system more
flexible. The designer does not need to decide a fixed
set of situations or events that release the artificial
emotions in advance. Using the proposed appraisal
methods, the agent is able to elicit, for example, fear,
to deal with new emerging threats in the environment.

Moreover, in the experiments presented, the agent
has to learn how to behave from scratch, therefore,
there are not emotional reactions previously linked
with the released artificial emotion, nor motivational
behaviours. In the general approach, we also said
that we could give some previous information to
the agent, as an innate knowledge. Nevertheless, this
implementation helped us to test the decision making
system and the usefulness of the artificial emotions.

One of the main conclusions of this work is ob-
tained from the results of the first experiment: the
use of happiness and sadness as the reinforcement
function makes the agent learn the right policy of
behaviour. The agent is able to survive maintaining
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its wellbeing within an acceptable range. In fact, the
observed behaviour is the one expected in nature. This
means that, for every dominant motivation, the agent
is able to select the right sequence of actions in order
to satisfy the corresponding drive, e.g. to drink water
when thirsty, etc.

The second main conclusion is given by the other
experiment carried out in this paper. The results prove
that only when the agent has the appraisal mechanism
to elicit fear, then it is able to identify a dangerous
situation. Moreover, it also learns the expected emo-
tional reaction for this artificial emotion: to escape
from dangerous situations, which is its main role.

As stated along this work, the validity of these con-
clusions comes from the fact that the learnt behaviours
using the decision making are the ones expected in
nature.

Currently, a first and very simple implementation
of the decision making system (without artificial emo-
tions) is being carried out on Maggie, the social robot
developed in the Carlos III University. The current
environment is our laboratory, where different objects
are introduced for interacting with Maggie. These
objects are a docking station, a TV, and the people
who work there. In order to perceive these objects,
Maggie uses different sensors, such as laser, RFID
tags, and cameras for artificial vision. The new drives
are designed taking the social aspect of the robot into
account (entertainment need, a social interaction need,
and a survival need).

In the next future, we plan to make this envi-
ronment more complete by introducing new object
and actions. Therefore, we must study how our de-
cision making system scales when facing this new
environment. In relation to the artificial emotions,
as already stated, as the complexity of our system
becomes bigger we will consider the implementation
of new artificial emotions or even the re-definition
of the existing ones. The inclusion of new emotions
will probably be based on Ortony’s proposal again.
Therefore, in the case of, for example, the anger emo-
tion, which is related to a negative reaction related
with an other-initiated blameworthy act, could be
elicited from another appraisal of the situation of
something/someone making the consecution of its
goal difficult.
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